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Dear Colleagues

This is the 3rd issue of the ELR®&wsletter for the year 200Phe previous one was a special issue devoted to the LREC 2002 confe
rence.The proceedings of the main conference, as well as the workshops' proceedings, are now available from dffec&4.Dé\

place an ordermlease download the order form from the LREC web site, Wwearconf.og, or contactValérie Raymond, <ray
mond@elda.fr>.

Late Septembethe Lang®ch 2002 conference took place in Berlin (Germany). Over 300 participants attended this first European
industrial forum for language technologyhere key players in the field of FiLnotably the areas of voice, multilinguality and know

ledge management, gave oral presentations on topics like in-vehicle spoken digdegcéde translation memory and machine trans

lation systems, intranet search in cross-lingual environments, etc.; along with the presentations given in the three parallel sessions
LangTech focused on the commercial aspects of language technologies, with the demonstration of products and applicatiens, the intro
duction of start-up companies for venture capital purposes, and an exhibition, which gathered 20 comimamest edition,
LangTech 2003, for which the dates and the location are still to be confirmed, will be held in Paris (Fano®y contact us, lang
tech2003@elda.fif you are interested in participating in Largh 2003, if you would like to get information or if you would like to
express suggestions.

During these summer months, ELRAELDA performed a number of tasks for some of the European, international and French pro
jects we are involved in. In the framework of theomap Language Technologies project, a seminar wasganised in Paris at the
beginning of Julywith over 100 participants. Major objectives consisted of promotingatihong French players, and of drawing a

map of language engineering in France and in Europe. Representatives from the French Ministry of Researcigrhsehtmtjue,

a national programme on language technologies supported by the French MinistriegdrothadustryResearch and Culture, which

are co-funding the programmgechnoLangue consists of 4 actions: development and reinforcement of language resources, creation
of an infrastructure for the evaluation of language technologies, better accessibility to norms and standards, and setting up of an intel
ligence watch network in HL A representative from the European Commission (DG InfoSo), Brian Macklin, presented the 6th
Framework Programme (FP&)ou can find the presentations and more information on the Eurchmapl_pages on the ELDweb

site, at the following address: http://wvela.fr/fr/proj/leuromap/seminatml. General information on Euromap Language
Technologies can be found at http://wihlicentral.og/. The work is in progress for the EC-FBBienTel project.The partners of the
consortium met to finalise the specifications both for the corpus and for the transcriptions to be usettdbidispeech daté set

of 21 databases will be collected to unable the design and development of multilingual interactive communication services for
Mediterranean and Middle East countries, ranging from Morocco ine to the Gulf states in the East, includingkey and
Cyprus.The languages covered include e.g. standard and colléqaiaic, French, Englisifurkish, HebrewGreek, etcWithin the
EC-FP5CLEF (Cross-Language Ewadtion Forum) project, the 2002 workshop wagaaised late Septembevrhere the partners met

to discuss the results of the 2002 campaign and the planning of the next evaluation campaign. In addition to the evaluatior of cross-lan
guage retrieval systems, the next campaign should include exploratory tasks such as e.g. the evaluation of question-answering systems
image retrievalWithin TechnoLangue, ELDA plans to set up a long-lasting Hevaluation infrastructur&his action is based on an-ini

tiative launched by ELRAwo years ago to establish such an evaluation infrastructure for Europe, in order to fulfil the requirements of
technology developers and integrators regarding the field @fd¥hluation.To strengthen its involvement in the evaluation activity

ELDA is currently seeking to complete its evaluation team, to take care of every aspect of the evaluatigrnatttévifsamework of
European and international projeé&gob announcement was disseminated recently (see page 13).

As far as ELRA's internal activities are concerned, the network of validation centres is under completion, with the set up of another
node, avalidation Centre fowritten Language Resources (VC_WLR). Its tasks and missions will be similar to thos&alidh&on

Centre for Spoken Language Resources (VC_SIRy.validation of the resources available in our catalogue is an issue to which we
devote much ébrt, in order to dier resources of good qualityus ensuring that our partners have all the information needed to assess
how the data may fulfil their needslready a number of Quick Quality Check reports drawn by our validation centre SPEX (Speech
EXpertise centre) are available for some of the spoken resources we distribute. In the near future, we ifeetithtdofd of qua

lity check for all the resources, both written and spoken.

This issue of the ELRAewsletter presents 3 articldhiese 3 articles deal with thfent aspects of the processing of written langua

ge resources: the first one, written by Christian Galinski, from BrioT the international information centre for terminology and
member of the ISO/TC37 committee, explores the information and knowledge society with regard to the management and standardi
sation of language resources. Rich@falter, who works for CNRS, the French Research council, shows how they managed to crea

te a lage electronic corpus of human sciences based on the French magazine Hermes, from its original digitalisation to-ts final for
matting, to get an exploitable version, now available via ELDi#e third article, from Philip Edmonds from Sharp Laboratories in
Oxford provides an overview of the Senseval 2 evaluation campaign and word sense disambiguation.

You will also find in this newsletter a page dedicated to the SCAhlofect, also known as SCiLaHlfor Sharing Capability in
Localisation and Human LanguagiechnologiesA few pictures from LREC 2002 and Laregfh 2002 are also included.

Last but not least, the last section presents the language resources catalogued during this laShgsanmenv resources cover an

Asian language which was not yet represented in our catalogue, the Korean lafguegsets of speech databases in Korean, as

well as 5 written language resources, either monolingual or multilingual (a Korean lexicon, two English-Korean terminology databases
in computer science and biologyKorean annotated corpus, and a multilingual parallel corpus in Korean, Chinese and English) have
been added.

Enjoy your reading, and please do not hesitate to contact us for any comments and suggestions to improventhesteifRA

Joseph Mariani, President Khalid Choukri, CEO
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LREC 2002, afew pictures

No photograph was included in the previous issue of the BidR¥sletteryet a special issue dedicated to the LREC 2002 eonfe
rence, which took place in Las Palmas last Spring 2002.
So to make up for lost time, you will find here two illustrations of this successful event.

Opening Ceremonyat theAlfredo Kraus auditorium, from left to right - Bente Maegaard |,
Daniel Tapias,Angel Martin Municio,Antonio Zampolli, Joseph Mariani, Khalid Choukri,
Nicoletta Calzolari, and Harald Hoge.

]

Gala Diney at the Santa Catalina hotel, from left to right - Damagias, Bente Maegaard, Gger
Doddington, Joseph Mariafintonio Zampolli.
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LangTech 2002, Overview

LangTech 2002, the first European forum for language techno)dggk place in Berlin on 26and 27 September 2002.

LangTech 2002 was dedicated to the technological and commercial aspects of language technologies in developement in Europe
existing ones.

Over 300 European and non-European participants from 30 nations gathered for this first edition.
Two keynote speakemere invited:

- Bill Dolan, Head of Natural Language Processing Unit, Microsoft Corporation (USA), whose keynote speech dealt wit
“LanguageTechnology in Consumer Software”.

- ProfessolVolfgangWahlstey DFKI GmbH (Research institute for artificial intelligence, Germany), who presented the “Language
Technologies for the Mobile Internet Era”.

The participants could attend the presentations made by a number of key players involved in the various fields of Human Langt
Technologies (HL), both for research or for indust@nd especially in the areas of voice, multilinguabtiyd knowledge mana
gement. Speakers include e.g. Francis Charpefroen Telisma (France), with a presentation entitled “The Contribution of Speech
Technologies to the Next GenerationsgTefecom Services”, Matthias Heyn, frafrados (Belgium), with “Th&alue of Language
Technologies in Companies”, Paul Heisterkamp, from Dai@leysler (Germany), with “In-vehicle Spoken Dialog: Safety and
functionality”, professor Jun-ichiisujii, from the department of Information Science (Universitfyakyo, Japan), with a presen
tation about “Machindranslation and Multilingual Systems in Japan Asi&”.

Along with the three parallel sessions, a revolutionary aspect of eah@D02 consisted of SME presentations: 23 companies and
start-ups, from 12 European and non-European countries were given the opportunity to introduce themselves and tell about
activity, to attract funding from venture capitals.

Last but not least, another feature which deserves to be mentioned is the exhibition whichanseadron this occasion. 20
companies could take advantage of LaagT2002, to present and promote their applications, products, services and/er resea
ch prototypes.

To learn more about LangTh 2002, and appreciate how succcessful, and fruitful this first edition has proven to be, please visi
http://www.lang-tech.org

Next year LangTech 2003 will be organised irParis (France). Please contact us to get more information about £en@D03,
langtech2003@el da.fr

Bill Dolan (Microsoft
Corporation, USA)

From left to right - Bente :

_

Maegaard (Center forUwe Thomas (&ate Secretary of the Federal Ministry of
Sprogteknologi, Denmark), BillEducation and Research, Germany) and Joseph Mariani
Dolan (Microsoft Corporation, (ELRA president, Direction de |EEChnO|Ogie, Ministere
USA), Hans Uskoreit (DFKI, Délégué ala Recherche et aux nouvelles technologies)

Germany), UweThomas (%ate
Secretary of the Federal Ministry
of Education and Research,
Germany)

Prof. WolgangWabhlster Exhibition -

(DFKI,Germany) EAN Aculab’s booth (UK)
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Natural Language - L anguage Resour ces - Semantic Web

Christian Galinski

cently more and more aspects

he ‘economics of languagéviz.

rimarily the costs of the use ¢
language in specialized/professional eo
munication) are identifiedds communica
tion consumes time or transactiorfoefs

in some way or othercosts are incurred timodal from the outset.

continuously Some are not yet meas
rable, other have become measurables
applies to:
- 'natural’ intepersonal communication;
- whether in oral form or in writ
ten form;
- whether in general purpose {a

guage (GPL) or in special purpose langui

ge (SPL);
- man-machine communication;

- communication in language betwee

computers.

Of course, the objective is not to avoid com

munication in view of these costs, but
render communication morefiefent and

effective at places, in environments, [a

times, where and when it is necessary|
useful. Here methodology unification/sta
dardisation/harmonisation provides t
most important clues for cost reduction, a
at the same time for the improved quality
communicatio.

This refers in particular to the unificg
tion/standardisation/harmonisation

methods concerning language resourg

(LRs) for the sake of content manageme
and may in some cases also refer to
data as well as data structures themsel
During the last couple of years th

Technical Committee ISO/TC 3
“Terminology and other languag
resources” of the Internationg

Organization for 8&andardization (ISO) ha
opened its scope towards
resources in generalhis was due amon
others to the following considerations:

- terminology is widely - especially in

speech and text - embedded in or com
ned with LRs,

- new information and communication Understand human language The

technology (ICT) developments - esp
cially mobile content, e-business, mob

langudg

the integration or combination of
fkinds of content (incl. LRs),

nm- LRs (including terminology), there
fore, increasingly have to be treats
as multilingual, multimedia and mu

2 Content

Everything which is representing info
mation or knowledge for whatever pu
pose is contenft present the creatiol
of those kinds of content, which a
based on LRs, is still too slowoo
n’expensive, mostly not good enou
and rarely with a guarantee for its €@
rectness. By using the Internet mg
effectively - e.g. by using it for net
"'hased distributed co-operative conté
creation with new methods of conte
management, by involving many mo
experts and even users as poten
creators of content - the cost of conte
creation can be decreased dramatica
‘while at the same time improvin
considerably the quality of the conte
“thus created. ISO/TC 37 is contributir
"o this development by preparing sta
Odards and other documents with rul
as well as guidelines for:
- harmonised metadata
- unified principles and methods fg
“data modelling
N_ standardised meta-models

th
The Semantic Web

¢In a letter to “Busines@é/eek” (April 8,
7 2002) Tim Berners-Lee (MIT the
efather of the “semantic web” concej
. tion) denies that thgvorld Wide Web
. will be replaced by the Semantigeb,
with the following aguments:

“The WWW contains the document

tc

=)

L
DI

~

)

those intended for machine processil
pThe SemanticVeb will enhance the
latter The SemanticWeb will not

. SemanticWeb is about machine lar
guages: well-defined, mathematicg

The ELRA

intended for human consumption, anc

ccommerce, etc. - increasingly requifetry.”

[ thus indicating that he is widely misun
derstood or misinterpreted.

These remarks also point in the direction
»of how language use in the information
and knowledge society in general and in
future e-business (comprising the whole
range of e-commerce, e-procurement, e-
content, etc., to m-commerce) will deve
lop: highly harmonised terminology cem
' bined with factual data and common dan
i guage elements need to be provided in a
€form:

- presumably nearer to human natural lan
ﬂguage usage in B2C;
r. presumably nearer to ifi Berners-
"|_ee's) machine languages in B2B.
" What is new in this connection is that these
"machine languages will be multilingual like
"human language usEhey will also be mul
€timodal and multimedia from the outset.
[ Sandardisation of LR related aspects

"Standardisation as a rule is a highly co-
operative endeavour carried out in a very
g_democratic way involving industry
experts, public administrators, researchers
“and consumersThe standardisation of
harmonised metadata, unified principles
and methods for data modelling, and stan
dardised meta-models, with respect to
LRs, will inevitably result in a higher
"degree of granularity of database design
and data modelling at the field levéhis
probably will also lay the basis for resol
ving a whole array of existing problems
with respect to:
- sources of smallest units of information,
y - history of the evolution of individual
pieces of information,
- details on whatever kind of usage,
- restrictions on individual applications, etc.,
thus arriving at a higher level of:
- data/information source indication (as a
Kprerequisite for enhanced copyright
‘management),
- automatic or computeaassisted valida
tion (supporting quality management),
- tracing the ‘history'of every data (thu
coping with diachronic development
content and the intricacies of version

—

]

e

S
)

of
ng

A

boring, but processable. Data, not p¢
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- data safety and security management,| ness, because these
- monitoring methods for collaborative examplesdo not help to find systema
work (with a view to interactive and dyna tic solutions to the underlying problen
mic content management and informahow to ensure the quality (especia
tion/knowledge management), etc. consistency and coherence) of corpo
The resulting standards or guideling:te language and knowledge as part g
mainly aim at improving content re-use'strategic survival strategy’on the
and interoperability under a global mark-increasingly competitive markets
up, global usability and global design phi Beside, they do not show any systen
losophy The development from an infoil approach not only with respect to me
mation society into a global knowledgesures to avoid such ‘catastrophiesthe

‘negativ -

lexicographical data,

- terminological data,

n:and to identify ‘unitsbccurring in (spoken

[yor written man-man, man-machine and

remachine-machine) communication which

fcan be put in relation to ‘transaction’
efforts (consuming time or labour or

5. funds).

ni This provides a clue for instance to estima

ate or even calculate the costs of words and
terms across all documentation in conjunc

society cannot occur without technical-future, but also in direction of arriving attion with product description in an enter

na ‘measurabletost-saving déct. Only
o the latter would turn the negativeger
liment of unavoidable ‘&rt=invest
b ment=costinto the positive gyjument of

industrial as well as methodology st
dards. Parallel to the standardisati
efforts, activities are undertaken to estal
sh content infrastructures for content erg
tion and distribution, which is also suppdr overall ‘cost-saving’.

ting UNESCO's dbrts for the universal E-business - especially in combinati
availability of knowledge and universal with mobile computing resulting in m
access to information in cyberspagecommerce is probably going to chan
Combining ICTsolutions (some under ange the oganisation and operation ¢
open source philosophy) with languagenterprises and their business qu
and knowledge engineering approaches, radically in the near future. Enterpris
well as with terminological methodsand other aganisations/institutions
would even allow for a symbiosis betwegiwill be forced not only to link hithertd
the needs of developing communities foseparated systems to each gtheit to
advanced methods and tools on the
hand, and the needs of technologically grsystems of the ganisation. Latest &
economically advanced communities fp this point the whole degree of variatig
inexpensive knowledge ganisation and in language usage within theganisa
content creation on the other hand.

The cost of language in the enterprise clear that this divegrence, inconsisten

Until recently a concrete method to caic
late the cost of ‘language’, in order to bel|it
a position to ayue the usefulness or ev
the need to invest in ‘infrastructuratiea
sures with respect to corporate languag
general and in terminology management i
particular was lacking.  This
usefulness/need to invest in language
knowledge infrastructures does not onl
concern so-called word workers (such |a
scientific authors, technical documenta
lists, technical writers/editors, specialisec
journalists, specialised translators, loeadli.
zers, terminologists, etc., who prominentl
use ‘words’in their professional activities
based on communication in written forry)
but to all professionals, who deal with
information and knowledge (i.e. any
‘knowledge worke’) in their work.

The examples for ‘catastrophiconse
guences of deficient language use aboyn
But in the eyes of decision makers tf

uncomforting potential for ‘catas
trophes due to misunderstandings, but
Talso results in constantly recurrir
costs in terms of loss of time, efiche
.fact that computers will have to talk {

between each other via virtual marke
h places in future e-business will aggi
-vate this problemTherefore, a much
higher degree of unambiguity in ka
guage usage - and first of all in the-t
minology used - will be indispensab
in the near future.

‘In order to be able to conceive a cald
lation method for the cost of langua

ry to analyse language from the po
of view of ‘language resources’, whid
comprise:

- (marked-up or tagged) text corporal
- speech corpora,

- grammar models,

prise.An American consultancy firm and
knowledge management software develo
per arrived at USD 0.23 for a word in
every of its occurrences in technical docu
mentation. If a term is used:
br- 10 times in a document,
- - in documents for 4 models of a product,

- translated into 7 languages,
f- in several formats of the same document,
it- stored on several media,
E<this results in costs exceeding USD 160.00.
This further multiplies with every:
- additional model developed;
- further media used for storage;

rreally ‘integrate’all data processing . other language used for localisation.

[ Unless the enterprise does not have a cen
Ttral directory registey repository or index
for all terms used in all its documentation,

tion will become apparent. It is quitethe cost for a global exchange of a word or

term in an item of a product catalogue e.qg.

¢y and incoherence not only bears {hfom “fastened by a steel 3-1/2 threaded

bolt”, to “fastened by an aluminium 3-1/2

U'threaded bolt”, across all documents on 5
Qrelated models in 4 languages in 3 formats

would cost USD 138.00 compared to USD
09.20 in case of an appropriate informa

each other and understand languaction/knowledge system in place. In e-busi

Plhess in Europe today this lack of appro

@priate tools already sums up to more than 1

billion USD with a tendency to double

' every year for the years to come.

P The above accounts only for the immedia

€tely calculable costs for word units in writ
ten documentation, not taking into account

Uthe positive dects on:

J€- product liability

usage in the ganisation, it is necessa _ quality assurance,

N. internal training and external user training,
h. corporate identityetc.
which a firmer grip on ‘corporate language’
and terminology might bring about.
Increasingly system designers and develo

‘anecdotic evidencednly creates uneas
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models (in terms of a higher degree of-g
nularity and a higher degree of internat
nal unification and harmonisation) ca
enable information and knowledge matrj
gement in the ganisation to cope with th
above-mentioned cost situatiofy. higher
degree of standardisation of

re- data modelling,

0- meta models,

iri.e. methodology standardisation wi
arespect to LRs, is a prerequisite f

e achieving satisfactory solutions fdq
information and knowledge manag
ment based on content managemen

Christian Galinski

International Information Centre f
Terminology (Infoterm)

A-1120 Vienna, Aichholzgasse 6/1
(Austria)

Tel.: +43-1-8174488

Fax: +43-1-8174488-44

Email: infopoint@infoterm.at

0 S 0 =

- metadata,

the enterprise.

Web site: http://wwwnfoterm.og

SENSEVAL: The Evaluation of Word Sense Disambiguation Systems

Philip Edmonds

Word sense disambiguation

ferent words, dferent aspects of lan

ord sense disambiguation9uage, and diérent languages. It

(WSD) is the problem of deci underlying goal is to further ou
ding which sense a word has jrunderstanding of lexical semantics a

any given contextThe problem of doin
WSD by computer is not new; it goes b

polysemy
ISENSEML is run by a small electe

to the early days of machine translatigrcommittee under the auspicesAgiL-

But like other areas of computational-li
guistics, research int®WSD has seen
resugence because of the availability
large corpora. fatistical methods for
WSD, especially techniques in machi
learning, have proved to be veryesttive,
as SENSEXL has shown us.

In many waysWSD is similar to part-of-
speech tagging. It involves labelling eve
word in a text with a tag from a pre-spe
fied set of tag possibilities for each wo

SIGLEX (the special interest group ¢
lexicon of the Association for
» Computational Linguistics). It is inee
pendent from other evaluation pr
h(grammes in the language technolo
community such asSTREC and MUC,
and, as yet, receives no perman
funding.
nSENSEWL held its first evaluation
| exerci
-chating in a workshop at Herstmonce

by using features of the context and otheCastle, England, on September 2

information. Like part-of-speech taggin
no one really cares abdMSD as a task of
its own, but rather as part of a comple
application in, for instance, machine trarj
lation or information retrievallhus,WSD
is often fully integrated into application
and cannot be separated out (for instance
information retrievalyWSD is often not done
explicitly but is just by-product of query t
document matching). But in order to stu
and evaluateWSD, researchers hay
concentrated on standalone, generic syst
for WSD. This article is not about methog
or uses oWWSD, but about evaluation.

SENSEMAL

The success of any project WSD is

clearly tied to the evaluation ¥¥SD sys

tems. SENSENL was started in 1997, fol
lowing a workshop, “@gging with Lexical
SemanticsWhy, What, and How?”, helg
at the conference om\pplied Natural
Language Processing. Its mission is

J,(Kilgarriff and Palmer 2000)
Following the success of the first wer
\nShop, SENSEXL-2, supported by,
sEURALEX, ELSNET EPSRC, and

5 The Second Internation@orkshop on
, Evaluating Word Sense
Disambiguation Systems was held
H conjunction withACL-2001 on July 5-
16, 2001 in Toulouse (Preiss an

ELRA, was oganized in 2000-2001.

The rest of this article describes the SEN
5 SEVAL-2 exercise- its tasks, participants,
r scoring, and resultsThe article concludes
nwith a short discussion of where SENSE

VAL is heading.

SENSEML-2: Tasks and participants

The main goal of SENSEAL-2 was to
encourage new languages to participate,
and to devalp a methodology for all-
words evaluationWe were successful:

D SENSEMWL-2 evaluatedWSD systems
gon three types of task on 12 languages as
follows:
o1 All-words:
Estonian

Lexical sample: Basque, English, ltalian,

)

Czech, Dutch, English,

se in the summer of 1998, cuimi Japanese, Korean, Spanish, Swedish

; Trandation: Japanese
.In the all-words task, systems must tag
almost all of the content words in a sample
of running text. In the lexical sample task,
we first carefully select a sample of words
from the lexicon; systems must then tag
several instances of the sample words in
short extracts of texiThe translation task
(Japanese only) is a lexical sample task in
which word sense is defined according to
irtranslation distinction (by contrast, SEN
SEVAL-1 evaluated systems only on lexi
y cal sample tasks in English, French, and

e Yarowsky 2001).

Italian.).

D

activities to test the strengths and we
nesses dfVSD systems with respect todi

organise and run evaluation and rela%e

The ELRA

F{Language Task | N° of N° of | IAA Base- | Best

& Submissiong  teams line | system
Czech AW 1 1 - - .94
Basque LS 3 2 75 .65 .76
Estonian AW 2 2 72 .85 .67
Italian LS 2 2 - - .39
Korean LS 2 2 - 71 .74
Spanish LS 12 5 .64 .48 .65
Swedish LS 8 5 .95 - .70
Japanese LS 7 3 .86 72 .78

tlJapanese TL 9 8 .81 .37 .79
English AW 21 12 .75 .57 .69

HEnglish LS 26 15 .86 .51/.16| .64/.40

Table 1 - Submissions to SENSRV-2
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Table 1 gives a breakdown of the numbgitinction is made between systems theTable 1 gives an overview of the results, as

of submissions and teams who participajeuse just the test corpus (pure unsup
in each task. Overall, 93 systems were-spvised) and systems that use oth
mitted from 34 diferent teams. Some knowledge sources, such as dictior

teams submitted multiple systems to
same task, and some submitted system
multiple tasks. Dutch data was also pre
red, but was not available in the exerci
Interannotator agreement (IAA), and sy
tem performance is discussed below

A task in SENSEXL consists of threg
types of data.
1) A sense inventory of word-to-sens
mappings, with possibly extra informatia
to explain, define, or distinguish the sens
(e.g.,WordNet).

2) A corpus of manually tagged text
samples of text that acts as the G
Standard, and that is split into an optior
training corpus and test corpus.
3) An optional sense hierarchy or sen
grouping to allow for fine or coarse gra
ned sense distinctions to be used in-s
ring. General guidelines for designirn
tasks were issued to ensure common €
luation standards (Edmonds 2000), &
each task was designed individually
WordNet was used for the first time
SENSEMAL, version 1.7, for the English
tasks, and versions of EuravdNet for
Spanish, ltalian, and EstoniaWordNet
was chosen because of its wide availab
ty and broad coverage, despite the of
unmotivated demarcation of sens
(Wordnet was designed from the point
view of synonymy rather than polysemy
In fact, WordNet 1.7 now includes revi
sions suggested by the human-tagg
exercise for SENSEAL-2.

The Gold $andard corpus must be rep
cable; the goal is to have human anng
tors agree at least 90% of the time. In pr
tice, agreement was lower (Sksble 1) At
least two human annotators were requi
to tag every instance of a word, but oft
more annotators were involved in order
settle disagreements.

SENSEMAL-2: Evaluation procedure ang

results
Regardless of the type of task, each sys

is required to tag the words specified in t
test corpus with one or more tags in t

sense inventorygiving probabilities (or
confidence values) if desirefl.distinction
is made between supervised systems,

use the training corpus, and unsupervis

S systems are pure.

DéThe evaluation was run centrally fro
5¢a single website at the University
S Pennsylvania and followed the san

ries or corpora, but, in practice, fe

procedure as used in SENSHW1.
For each task, data was released
three stages: trial data, training data
seavailable), and test data. Each te
Nregistered their system, and then dev
€loaded the required data according t
set scheduleTeams had 21 days ti
brwork with the trainng data and 7 day
blwith the test data. Each team subim
ated their answers to the website f
automatic scoringThe Japanese task
swere handled separately because
i copyright issues.
CSENSEML-1 established a scorin
¢system that was used again in SENS
VVAL-2 with little change. Fine-graine
Lscoring was used to score all syster
If the task had a sense hierarchy
Nngrouping, then coarse-grained scori
was also done. In fine-grained scorin
a system had to give at leasteasf the
Gold Sandard senses. In coarse-grait]

€in system output are collapsed to th
€ highest parent or group identifigFor
0sense hierarchies, mixed-grained scor
)was also done: a system is given par
credit for choosing a sense that is
Nparent of the required sense according
Melamed and Resnik's (1997) schemg
i Systems are not required to tag alk i
titances of a word, or even all word
Al'thus, precision and recall can be us
although the measures are not comp
€tely analogous to IR evaluation. Rec
=l(percentage of right answers on all-ir
titances in the test set) is the basic m
surement of accuracy in this tas
because it shows how many corrg
disambiguations the system achiev
coverall. Precision (percentage of rig
hanswers in the set of answered-if
htances) favours systems that are v
accurate if only on a small subset
cases that the system could give-a

il scoring, all senses in the answer key ar

ereported in Preiss andarowsky (2001).
elnterr-annotator agreement (generalthe
epercentage of cases where two human
wannotators agree on a sense, but this varies
depending on the task), is shown. Baseline
mperformance is generated in feifent
btways, but usually as most frequent sense in
hithe tagged corpushe recall of the best
system with perfectronearperfect cove
rage is given for each task. For the
(iEnglish lexical sample task, scores for
arsupervised and unsupervised systems are
rseparated by a slash.
b Notably the results in SENSEAL-2 were
pabout 14 percentage points lower than in
s SENSEWAL-1 (for the English lexical
itsample), even though the same evaluation
o methodology was used and many of systems
swere improved versions of the same systems
(that participated in SENSE-1. This can

be seen as evidence thgdrdNet sense dis
j tinctions are indeed not well-motivated, but
sEmore research is required to confirm this.
1 Edmonds (2001) gives a more complete
n.account of SENSEAL-2 evaluation metho
cdology Almost all data and results of SEN
nSEVAL is in the public domainVisit the
gweb site to download it.

Where next?

€SENSEWL-2 was very successful in ope
i.ning up new avenues for research into
WSD and polysemyit's clear that the cur
rent best systems achieve their high perfor
,mance by using supervised machine -lear
fning. Research is now ongoing to explore
.how feature selection for the machine lear
L ning algorithms décts the performance on
cdifferent types of polysemyndeed, it is
shoped that we can now identify fifent

L types of polysemy on the basis of how easy
|cor difficult the words are to disambiguate
siwith  different features and methods.
sAnother result of SENSEAL-2 was to

e underline the importance of a well-motiva
kted sense inventory with the right level of
cgranularity of sense distinction. If humans
e cannot reliably disambiguate a word based
hon the information in the sense inventory
sthen there is no meaningful way of evalua
2Iting a system. Ebrts are ongoing to desi
ogn new methodologies for building sense
Niinventories and for annotating d¢ger corpe

a)

3

[

trwers to. Coverage, the percentage
.cinstances that a system gives any-

systems, that do noAn orthogonal dis

The ELRA
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to form well-motivated groupings o
senses. Finallythe task ofA//SD set up in
SENSEML is very divorced from rea
applications. Questions run from wheth
the sense distinctions in generic resour
are useful, in particular applications
domains, to whether a separaféSD
module is useful, to whether we need |t
make explicit sense distinctions at all.
Planning for SENSEM.-3 is currently
underway and the SENSBY Committee
welcomes proposals faasks to be run a
part of exerciseAny task that can test
word sense disambiguation (WSD) syste
be it application dependent or independe
will be consideredThe committee especia
ly encourages tasks for fdifent languages
cross-lingual tasks, and tasks that are-r

f MT and IR. It also encourages tasks
areas related t&/SD such as semanti
tagging anadlomain chssification.

eVisit http://www.senseval.@y/ for

Cemore details.

D
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vant to particular NLRipplications such as Tagger evaluation given hierarchical tag

Creation of a new Electronic Corpus: the Hermes Jour nal
Richard Walter

on Humanities

ollowing a call issued b

I enrichment of

French, we have worked on the creation cand a total size of 10.7 Gb.
a corpus of language resources in elecir
nic form, based on the digitisation of the
original paper version of the Hermes jour
nal. In this article, we analyse the firgi
steps of the process and we explain h
the digitisation of a text &fcts the format,
the quality and the time required to builc
the language resource. Indeed, the-
blems met during the digitisation proc
have influenced the mark-up ste
Although we do not claim to be exhaustiye .
. cess. For instance, half way through
on the mattewe describe a few problems, . i
: . ) 10 years, an English abstract was int
which can be viewed as a first step towafc
a state-of-the-art on the question.

The first obstacle came from the f
that this corpus was edited over a
year periodThrough the years, the ed
torial chart evolvedThe typology of
the articles was gradually modifie

text”
rabstract etc..This heterogeneity mu

author's dfliation. Given that these

In order to extend the French part of thielements are missing at the beginni

Parole corpus, we have digitised the firsof the 10-year period, should they Ipe

10 issues of the Hermes journal, edited|bignored when they appeaW¥e think
CNRS-Editions.This set extends the 1Dthat they should notThe “physical”
issues that were formerly integrated in th aspect of the document must be ren
Parole corpus. Hermes is a reference-jqured as accurate as possible in terms
nal in the field of Humanities. For its first logical indications At the same time
10 issues, there was no electronic versjicthe encoding must be homogened
available, which made it necessary to digiacross the corpus. It is thus necess
tise, verify and reformat the output of theto find the right balance between, (
digitisation. The entire process was divj the one hand, the closeness to the or

duced, as well as the mention of tht

Cthe resource.

Each page has been digitised in &
300 dpi format.This relatively high reso
,lution was chosen, even though it requi

t have been sfti€ient for legibility, but the

rcfor the verification step.

n

able to process the text detected in

Hiracter patterns into letters and wortdibe

to be variable but globally correcthe
Uhigh recognition rate can be explained
athe fact that the texts are recent, w
rmodern fonts, and printed on a good qu
cty paperThe performance would certain

ded into three steps, using various softwenal edition and, on the other hand, t
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osats. Computers and the Humanities 34(1-
c Judita Preiss and Davitarowsky (2001).

2).

International Workshop on
Evaluating Word Sense Disambiguation

re and formats (i.e. Imag&/ord and| need for an easy electronic mark-up-pro
ELRA/DGLF in 2000, on thg HTML). The result is a structured eof cessTherefore, it is necessary to preserve
contemporary pus, with standard (SGML) mark-up,the presentation and the evolution of the
original content but this must not go
.against a minimal structure and mark-up of

res

especially in what concerns the “paramore time-consuming processing and lar
. title, author notes, references, ger storage filesA 72 dpi resolution would

be taken into account in the editorig quality of the text output have been too
principles during the formatting prg poor With 300 dpi, the results were better
hand the image file was of adequate quality

The images were converted into text using
the OCR (Optical Character Recognition)
software Omnipage 7.0Chis software is

the

image, to compensate for a possible tota
tion or curvature, and to convert the ¢ha

‘performance of the conversion turned out

by
ith
ali

ly
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The principles on which the OCR softwalehyphenised and it is also able to distinve to do so, if one wants to respect the ori

is based, namely the reuse of a pattern
was detected previousliiave both advan
tages and drawbacks. In fact, as soon as
software recognizes a particular patte
this pattern is stored and, when a simi
one is detected latethey are meyed with
each otherlf there is no error in the initi
recognition, this approach saves a lot
time. However in the opposite case (f
instance if “the” is transformed into “the”

it is necessary to post-process the dogl

ment and carry out a number of “repla
operations. In practice, we have deci

not to use the spell-checker provided witl

the OCR software, and we have carried
the verification step in a semi-manu

mode with another software, in order als:
to preserve the few existing mistakes in th

original document.

To our knowledge, the OCR software
not multilingual. We have used it with
French as the recognition language, sif
the vast majority of texts were in French,
is therefore normal that the software W
less eficient on non-French orthograph
forms, especially on Greek charactehs.
multilingual OCR software progran
would be desirable.

A second aspect that must be taken i
account is the recognition of the text stry
ture. Here, the results may be qu
variable according to the shift in the pa
orientation, the uniformity of the back
ground or the homogeneity of the spad
between the linesAs the corpus was
recently edited and as the original ded
ments were in good condition, the peffd
mance of the structure recognition w|
satisfactory even though some passag
were occasionally misplaced in the tg
file. The software performs a block-wis
content analysis, based on the structure
the paragraphA simple “spot” in the pie
ture (for instance some dust on the do
ment or dirt on the scanner's window) o
small variation of the page layout (a sh
ted line or paragraph) is digfent to cause
the creation of a new block of text, whig
disturbs the whole structure of the ded
ment. Within a paragraph, the software
able to reassemble words that have b

Fguish between the end of a line and
end of a paragraph. But the results
tnot always conforming to the trut

rrespecially when a line ends by a we
epunctuation (for instance, a comma).
is necessary to review the result
order to check and adjust the paragra

cstructure.

r

hginal form of the content and the editorial
arand typographic norms. In order to preser
, Ve the various levels of text defined by the
aauthor and to render the “zone-based”
Istructure of the final document, we have
irfollowed several principles: italics mark-
\cup is preserved in the final encoding; quo

tations remain in italics and between inver

ted commas (a typographic redundancy) if
ythis was the general rule for a particular
| issue; book titles are always in italics,
.punctuation marks after a zone in italics
“are always in roman, etc...

Some problems arise occasional
' such as dffculties in the recognition of
“small” visual characters (for instanc
a comma often becomes an ap
etrophe), double dots, double con
nants, words in capital letters, etc Throughout these examples, one can-mea
'Other problems arise from variations rsure how the time demanded for verifica
the original layout of the document:tion varies a lot from one page to another:
according to the numbering, or the typ¢it can be done very quickly for pages that
of apostrophes and inverted commashave no particular typographic or editorial
the typographic hierarchy of the titlesenrichment (italics, quotations, tables, call
i<is different (bold, italic, capital letters for footnotes...) but it takes much more
or a mixture of the threeJypographic| time for “rich” pagesWhen verification is
ncrules also vary: the space before| done without using any a priori knowledge
Idouble punctuation sign, the preserjcconcerning the layout and the mark-up of
aor absence of a space between ftthe document, proper detection may fail,
cinverted commas and the quoted texwhich can bring about a lot of mistakes
These variations tend to be reprodugeand a lack of homogeneityherefore, it is
n by the OCR software and it is onlynecessary to study from the beginning the
during the verification and formatting corpus as a whole and to create a list of
steps that these various modes of gre“principles” to be used during the verifica
sentation can be harmonised, by usintion and correction process, according to
2 unique and systematic convention.| the tageted level of mark-up and the final
objective for which the resource is created.

n

(@]

t
giFinally, the processing of text in itali
happens to be delicate and the recogrWe have chosen to do the verification step
etion step can significantly degrade itswith theWord 7.0 software (\Widows 98),
content. The OCR software performs with the help of its built-in spell-checker
uless well in recognising slanted characThe conversion of the corpus into the
rters (italics) vs. straight ones (romam)Word format has a certain number of
aMoreover the software is not very advantages, but also some drawbacks.
eaccurate in locating the zones in italicFirst of all, it is a usefriendly software
xthemselves: quite often, the words-fol program in terms of text readability on a
elowing a quotation in italics are in itg screen, which is a non-negligible advanta
2 lics themselves in the recognised teiige for the person in chge of the verifica
whereas they are in roman font in thetion of such a lage size corpus. It is also
cLoriginal. This happens even more regu designed for handling various styles or for
darly for the first letters of the firs converting automatically page skips into
fword and for the punctuation just afteiISGML format. Howeverwe were not able
the zone in italics. Converselyn a | to implement the automatic conversion of
Fquotation in italics, the first words may footnote calls or titles, because the initial
ube recognised as romarA.systematic| layouts were too heterogeneous, or too
isverification is therefore necessary fcsimilar to the rest of the contentills we
ccorrect for these defects. It is imperati have benefited from thé/ord format as a
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means to harmonise manual§s much as
possible, all these aspects and to pref
their forthcoming mark-up.

Once verified and corrected, téord files

were converted into HTMIiles, using the
Word software. It turned out to be neces
ry to re-work the output, because t
HTML mark-up generated by the softwa
programme was not in standard HTM
4.0, as was recommended by tké¢3

Consortium. In particularwe had to
convert the Greek characters. Otherwi
the paragraph structure was properly ha
led, as well as the physical and typeg
phic characters, but everything had to
reconsidered for what concerns the t¢
structure (headers, titles, subsectio
notes and footnote calls).

The next step as to carry out the SGML
mark-up itself. The mark-up has to res
pect as much as possible the originat €

tion, especially if the resource is to Ibesome articles within an issue, subsé

used in various contexts, including,
course, a paper reprindle have personal
lised the mark-up so as to allow for the
possibilities, but we have been forced
be slightly unfaithful to the original edi
tion, never in terms of content but

terms of “editorial enrichment'What is
the tolerable level of alteration in th
case?To answer this question, we detg
now these operations in terms of proce
sing and conversion.

Thanks to the SGMktructure of the mar
ked up document, some editorial eleme
can be suppressed: it is useless to re
the author names and the title at the tog
the page or at the end of the articléne
type and the size of the fonts were notp
served.This may be questionable, but v
did so because the original electronic fil
were not available. On the contrawyith

the help of a word pre-processing, t
structure mark-up was rather eagyter

having harmonised the indications conc
ning the autharthe title, the beginning an
the end of the article, and other periphe

elements, we were able to replace automfind a criterion so as to mark up

tically the corresponding localisations in
segmentation marks. Howeyer verifica
tion step was necessary because of spe

-11 -

the physical aspect of the content.

was limited to the name and the sur
me. Only later was included th
author's dfliation. This last piece o

neprevious issues. It was also necess
Hermes editorial board. In two issu

nia single structure for all articles,
reshifted each biography at the end of
barticle of the corresponding authg
>>while keeping unchanged the pagin
n:ition. For all other issues, we did n
introduce the corresponding mark-u
because the corresponding field wou
| have been systematically empty

dIn some issues, and even sometime

bitions of articles were numbered in-d
ferent ways, numbers or letters.
s order to have a homogeneous struct
ticommon to all articles in the corpu
we did not introduce any specific ma
nfor the subsection numbering
However we kept the indication of th
atnumbering as part of the title of th
ai corresponding subsection.

" An other point appeared to be sens
ve: the quotationsThe choice wasg

niand to stay as close as possible to
peoriginal. Most of the time, the quots
itions were embedded within a parag
ph; apart from the presence of invert
reccommas or italics, it was not obviol
ehow to distinguish them from the re
e of the article.There were only a few
cases when the quotation was physic
nly separated from the rest of the text,
a specific paragraph. Moreoyethe
ellength of the quotations was ve
d variable - from one single word t
riseveral sentence¥/e were not able ta

ic“significant” quotation as a quotatior
We have rather dedicated our proce
Cising efort to the proper localisation g

cases on which we had to decide to a

The ELRA

8In the first issues, the author indicatior

s:dinformation could not be retrieved far

rcto process specifically the few texis
Lwithout author names or signed by thi

the author's biographies were presente
saat the end of the issue. In order to kee

the only signs available to designate a-quo
tation. The indication of a cut within a
“quotation was harmonised and systemati
“cally corrected. In the original corpus, this
was notified in various ways: ..., (...),
[...], etc. We chose to group them into a
single form: (...).This harmonisation is
probably not very importdrfor lexicogra
“phic studies, but it can be useful for other
purposes, such as the study of the “quota
Stional” system or the re-edition of
excerpts from several issues. In the latter
it is preferable that the graphical, typo
egraphical and editorial conventions are as

consistent as possible.
r

s The greatest ditulty we met was the pro
h-cessing of the footnote calls within the
pbody of the article. For the footnotes them
|selves, the journal always had the conven
tion to place them at the end of the article
| (rather than at the end of the issuB)is
" made it easy to integrate the footnotes in
the structure of the article. On the contrary
fthe mark up of the footnote calls as speci
"fic elements was not feasible but semi-
JmanuaIIy The number of notes is very
S variable across articles (from zero to 60
I‘and more) and so is their position in the
)-text: joined or separated from the prece
i ding term, inside or outside a quotation, as
Esymbols or numbers, sometimes even as
numbers between brackets. In order to
thave a homogeneous system of footnote
calls across the whole corpus and so as to

made not to complicate the mark-ufacilitate the use of the links between foot

ttnotes and footnote calls, we have adopted
| the same conventions everywhere: afoot
enote call is separated from the preceding
=term; in quotations, it is systematically pla
<ced outside the inverted commas; it is
sialways a humberpossibly followed by a

letter (so that symbols could be replaced
eusing this convention without modifying
iithe original numbering systenTjhe loca

lisation and the harmonisation of all the
yfootnote calls in the corpus required a
onumber of systematic operations. It was

more eficient to do this at this point rather
ethat during the verification steps.

"Finally, we made two modifications to the
%‘peripheral information related to articlgs:
the references and the abstracts.

teinverted commas and italics, as bei
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References at the end of articles app
with different names: references, bibli
graphic notes, bibliographic indication
etc. We kept the same mark for all el
ments in the referencéale have also har
monised the typographic rules (title in-it
lics, first “significart” letter in capital,

etc.). Originally abstracts were only in text processing, HTMLconversion,
n SGML marking), and the objectives familiarity and to build a global view of
hdfor which the corpus is designed.the corpus.

French, then bilingual French / Englis
We have systematically marked up t
existence of the English versioie also

-12 -

ethe decisions that we had to make|iiconcern the very content of the corpus but
b order to solve thenThe condition and rather its structure, its typographic enrich

s.the age of the corpus is a decisive-facment and its set of notes and quotations.
e tor, as well as the various transformia An imperious precaution must be taken by

reasoning on the entire corpus and not on a

tion steps that were taken to turmto

A a marked-up structured corpus (scarsingle issueThe creation of acquisition,

ning, optical character recognition,correction and mark-up grids is thus facili
tated. This requires some time to acquire

Processing time and cost vary enor

ttmously according to these choices.| | RichardWalter

Laboratoire MoDyCo

UMR 7114 (CNRS - Université Paris
Université Paris X - Nanterre

Bat L

200, avenue de la République
92001 Nanterre cedex (France)

Tél. 01 40 97 47 34

Fax.: 01 40 97 40 73
richard.walter@u-paris10.fr

changed the place of the abstracts to
end of the issue, the goal being to hg
the article as the basic unie therefore
moved the abstract in the marked
structure of the article, in the last pog
tion, still keeping the indication of th
original pagination.

Vour final conclusion remains that it fs

absolutely necessary to take so
L”Iiberty from the initial format of th
n' content.The task was made more co
" plicated here by the fact that each issu

had some editorial peculiarities, whi
These were not the only operations on fFmade it dificult to define a standar
corpus, but they seem to us quite repregeconversion procedure. Howeyethis
tative of the dificulties that were met and liberty has to be controlled. It must n

[

EUrROSPEECH2003 $ECIAL EVENT

AURORA: NOISE ROBUST RECOGNITION
RobustAlgorithms and a Comparison of their Performance on the
“Aurora 2, 3 & 4" Databases

The objective of this special session is for researchers to present leading edge algorithms for nai
ness and their results measured on the same databases. It is hoped that not only will the research
ty benefit from comparing techniques and reviewing scientific progress but also the process of eval
a common database will stimulate new ideas. For this session we have split it into 2 streams:

Sream 1. Small vocabulary: Aurora 2 and Aurora 3

In addition to théAurora 2 database, researchers are invited to evaluate their algorithms on tiAeisaiag
3 database®Vhile Aurora 2 databases use the controlled addition of noise to clean spedehiptiae3 data
bases are collected in a real-world environment of theNmw baselines will be based on thavanced
DSR front-end & "complex" backend.

Sream 2: Large vocabulary: Aurora 4
This is a new task introduced for Eurospeech 2008.database has simulated noise addition the 5000

sing requirements for this database are substantiafjgriéinan for the small vocabulary tasks.
What makes this special sessiorfatiént from the main conference is that each paper will be requi

activity in theAurora Distributed Speech Recognition working group for the purpose of evaluating-

widespread use.

We invite submissions of papers on noise robust speech recognition including:
- Front-end feature extraction

- Pre-processing techniques

WSJ taskThe lage vocabulary adds a further dimension to the evaluatidss.be aware that the proece

formance of noise robust front-end$iey are available publicly through ELRAa low price to encourage

5e rob
comn
ating

f

word
S

ed to

submit results on the evaluation databasesse databases have been prepared within the ETSI standards

ne per
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- Noise adaptation

- Noise modelling and compensation

- Missing data techniques

- Combinations of new front-ends with back-end compensation techniques
Important dates:

Submission of full paper for publicatioApril or May (TBD)

Eurospeech Special Session: Sept 2003

Please send an email@avid Pearcebdp003@motorola.comin advance if you intend to submit a pa
so we can keep you informed of any updated information.

per

OPENPOSITIONSWITHIN THE HLT EVALUATION DERARTMENT AT ELDA
Evaluation department director and Evaluation team

ELDA has been strongly expanding its activities related to the evaluation of Human Lahgciagaogie
(HLT). The evaluation department at ELODsAIntended to promote the Hlevaluation in Europe, and to &

as a clearing house for this area with the support of a network of evaluation units based®muanider

of European institutes (both public and private ones).
In order to stdfthis recently set up evaluation department, ELiDAeeking to fill the following position

Department director

He/she will be in chae of managing ELDA's activities related to evaluation and co-ordinating the w
the evaluation team and ELRvaluation network.
Profile:

- Advanced degree in computer science, computational linguistics, library and information scienee
ledge management or similar fields;

- Experience and/or good knowledge of the evaluation programs in Europe and the US;
- Experience in project management, including the management of European projects;

- Ability to work independently and in a team, in particular the ability to supervise the work of a mu
ciplinary team;

- Proficiency in English.

Two junior engineers

They will carry out specific activities in evaluation of HL

Responsibilities:

Under the supervision of the evaluation department dirgbiijunior engineers will be involved in the e
luation of Human LanguagiBechnologies at ELDA, in the framework of collaborative European and
national projects.

Profile:

- Advanced degree in computer science, computational linguistics, library and information scienee
ledge management or similar fields;

- Good knowledge of the evaluation programs in Europe and the US;

- Experience in project management, including the management of European projects;

- Ability to work independently and in a team;

- Proficiency in English.

If you would like to receive more information about these jdiersf we invite you to contad¢thalid

\Ct

\°Z4

ork of

2, knov

[ti-dis

nter

2 knov

Choukri<choukri@elda.fe.
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SCALLA
Sharing Capability in Localistaion and
Human Language Technologies

SCALLA, previously known as SCiLaHl.is a European project conducted in the framework oAte
InformationTechnology and Communications programme (AsialT&C).

SCALLA aims at encouraging the two-way flow of knowledge abodit &hd their application in IT&C sys
tems, e.g. through the localisation activibetween SoutAsia (India, Pakistan, Sri Lanka, Bangladesh,
Nepal, Bhutan, Maldives) and Europe.

The main goal igo reduce the linguistic and cultural barriers to the use of information technologies and
communicationsthus making it easier for thfesian community to access every aspect and feature of the
information society

Three working conferences with experts from Sddia and Europe have been plannBuak first working
conference has already taken place, wher€ tdsearchers and experts from both areas have met to share
and exchange knowledge and experiences in the field, especially in localising.

Overview of SCALLA 2001 (Bungalore, India, 21-23 November 2001)

7 experts from Europe and 20 from within Solyiea were brought together to participate in this first confe
rence, which aimed at drawing a report on the state of the artTofhil localisation in SoutAsia. The
topics discussed on this occasion were related to:

- Localisation needs and practices: current status, economics of localisation, computer support, etc.
- Writing systems: computerised representation of writing systems, OCR, etc.

- Cultural aspects: calendar systems, colours, person naming, etc.

- Language models: description of languagesedihces between the languages across Zidh etc.

- Language generation: localising software and content only equals to translating messages and texts?
- Lexicography: status, and uses, of dictionaries in Sasitdnand Europe, etc.

- Speech and literacy: recordings in many languages and dialects, etc.

The second working conference, SCALRB02, is going to be more distributed, exploiting the rich varie
ty of conferences available in Eurof&o project members from India attended the Lauil2002 confe
rence, to obtain a sound overview of language technologies in Elepeanore people from Soutksia
will attend the Localisation conference in Dublin in Novemlaeid a workshop entitled “Computational
Linguistics for SoutlAsian Languages -- Expanding Sygies with Europe” will be @anised in Budapest
(Hungary) on Sundaypril 14th 2003, at thé\gro Hotel.

The third, and last, conference is to bgamised in December 2003 or January 2004, and will take place in
India or some other neighbouring Soaisian country

Please have a look on the SCALk&Db pages to get more informatidritp://www.elda.fr/proj/scalla/
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New Resources

EL RA-S0124 Phonetically Balanced Words (1)

Large acoustic corpus of read text in Korean. 2 announcers and 70 native speakers have been recorded (38 males, 32 female:
tributed according to 4 age classElsey read two times 452 eojeols (Korean terms), and 2 announcers read one time 2000 eojeo
In these 2000 eojeols, the above 452 eojeols are included. Other information such as the size and the level of studies of the

kers are providedThe reordings took place in a sow 1 ELRA members Non-members
proof room.The data are stored in a 8Aitaw speech file |zq, research use 250 Euro 500 Euro
with a 16 kHz sampling rat&he standard in use is NIS | commercial use 1,000 Euro 2.000 Euro

ELRA-S0125 Phonetically Balanced Words (2)
Large acoustic corpus of read text in Korean produced by Kaist Korterm. Native Korean speakers (males and females) h
uttered 36 geographical proper nouns. Information such as the size and the level of studies of the speakers aréh@ovided

recordings took place in a soundproof rodrhe dat: ELRA members Non-members
are stored in a 8-bi-law speech file, with a 16 kt :|rq, research use 50 Euro 100 Euros
sampling rateThe standard in use is NIST For commercial use 200 Euro 400 Euro

ELRA-S0126 Phonetically Balanced Words (3)
Large acoustic corpus in Korean produced by Kaist Kortdiwo announcers and 70 native speakers (males and females)
read 2 times one paragraph. Information such as the size and the level of studies of the speakers areThevéebed.

dings took place in a soundproof roofrhe data ar ELRA members Non-members
stored in a 8-biA-law speech file, with a 16 kHz sa 1For research use 63 Euro 125 Euros
pling rate.The standard in use is NIST For commercial use 250 Euro 500 Euro

ELRA-S0127 Phonetically Balanced Words (4)
Large acoustic corpus in Korean produced by Kaist Korterm. 70 native Korean speakers (males and females) read 4 ti
32 cardinal numbers and 9 determinatives of one syllde.announcers read these 2 times. Information such as the size

and the level of studies of the speakers are prov’

- |

The recordings took place in a soundproof rodime
data are stored in a 8-Atlaw speech file, with a 15

.|For research use

For commercial use

kHz sampling rateThe standard in use is NIST

ELRA members
200 Euro
800 Euro

Non-members
400 Euros
1,600 Euro

ELRA-S0128 Phonetically Balanced Words (5)
Large acoustic corpus in Korean produced by Kaist Korterm. 70 native Korean speakers (males and females) read 4 ti
35 cardinal numbers compounded of 4 single numﬂ'ems announcers read these only two times. Information such as the

zlzg ?ﬂd the Iec;/el oftstukdlels of the speak(;ars a;e{r ELRAmembers Non-members
The data aré stored in = 8 iaw speech file, with 0" fesearch use 250 Euro 0 s
16 kHz sampling rateThe standard in use is NIST For commercial use 1,000 Euro 2,000 Euro

ELRA-S0129 Phonetically Balanced Sentences
Large acoustic corpus in Korean produced by Kaist Korterm. 50 native Korean speakers (males and females) read 1 time 539
tences and a set of 50 common sentence. Information such as the size and the level of studies of the speakers aneeprovide

recordings took place in a soundproof rodme data ar : ELRA members Non-members
stored in a 8-biA-law speech file, with a 16 kHz sa n|For research use 500 Euro 1000 Euros
pling rate.The standard in use is NIST For commercial use 2,000 Euro 4,000 Euro

ELRA-S0130 Phonetically Rich Words
Large acoustic corpus in Korean produced by Kaist Korterm. 500 native speakers have been recorded (250 males, 250 fem:
They have uttered 32 single cardinal numbers, 1620 cardinal numbers compounded of 4 single numbers and 3813 phonetically

words.The recordings took place in natural environmar

t

. . - ELRA members Non-members
by telephone (wire, wireless and mobile phoiie dat:
y P . ( ' . p. F For research use 313 Euro 625 Euros
are stored in a 8-biA-law speech file, with a 16 kF .
. ; . For commercial use 1,250 Euro 2,500 Euro
sampling rateThe standard in use is NIST
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ELRA-T0365 Biology Database
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This bilingual terminology database produced by Kg’

Korterm consists of 31,884 entries in Korean 3
English in the field of biology

For research use

For commercial use

ELRA members
1063 Euro
6377 Euro

Non-members
2126 Euros
12754 Euro

ELRA-T0366 Computer Science Database

"

This bilingual terminology database produced by K
Korterm consists of 76,272 entries in Korean an |
English in the field of computer science.

For research use
For commercial use

ELRA members
3,814 Euro
15,524 Euro

Non-members
7,627 Euros
30,509 Euro

ELRA-WO0034 Qualified POS Tagged Cor pus

-

Monolingual corpus in a .txt format, produced by KA'3
KORTERM, containing 1,020,000 eojeols (Korean ter 1
in Korean.This corpus is morphologically analyzed, F ]

For research use
For commercial use

tagged, and rectified 3 times by specialists.

ELRA members
667 Euro
4,000 Euro

Non-members
1,333 Euros
8,000 Euro

ELRA-WO0035 Multilingual Corpus

Multilingual parallel corpus produced by Kaist Korte
containing 60,000 expressions in Korean, Chinese
English.

For research use
For commercial use

ELRA members
750 Euro
3,000 Euro

Non-members
1,500 Euros
6,000 Euro

ELRA-L0044 Korean Lexicon

This monolingual lexicon produced by Kaist Korter
consists of 31,476 compound nouns in Korean.

For research use
For commercial use

ELRA members
1,049 Euro
6,295 Euro

Non-members
2,098 Euros
12,590 Euro
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